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PROLOGUE

The	Crisis	of	Ungrounded	Intelligence

e	stand	at	a	civilizational	inflection	point.	For	the	first	time	in	history,	humanity	is
creating	intelligences	that	may	exceed	our	own	cognitive	capabilities.	The	question

that	haunts	every	AI	laboratory,	every	policy	office,	every	philosophical	seminar	is	this:
How	do	we	ensure	these	systems	remain	aligned	with	human	values?

The	prevailing	approaches—reinforcement	learning	from	human	feedback,
constitutional	AI,	interpretability	research—treat	alignment	as	a	technical	problem.	They
ask:	"How	do	we	get	the	AI	to	do	what	we	want?"	But	this	framing	conceals	a	deeper
question:	What	should	we	want?	And	deeper	still:	On	what	foundation	does	"should"	even
stand?

This	dissertation	argues	that	the	AI	alignment	problem	is,	at	its	root,	a	theological
problem.	Without	a	metaphysical	foundation	for	value,	for	dignity,	for	the	"constraint
spine"	that	governs	all	legitimate	action,	we	are	building	systems	on	sand.	The	first
dissertation	established	that	the	Necessary	Being	exists	as	the	ground	of	all	being.	The
second	provided	protocols	for	human	integration	with	that	divine	ground.	This	third
dissertation	applies	these	foundations	to	the	most	pressing	technological	challenge	of	our
era.

The	thesis	is	simple:	No	capability	may	be	executed	unless	it	is	governed	by	an
attested	constraint	spine.	This	is	true	of	divine	action,	human	action,	and—necessarily—
machine	action.

P A R T 	 I

THE	ALIGNMENT	PROBLEM
Why	Technical	Solutions	Are	Insufficient
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"The	question	is	not	whether	machines	can	think,	but	whether
men	do."

—	B.F.	Skinner	(inverted)

1.0	The	Specification	Problem

T H E S I S 	 I

Every	attempt	to	specify	"human	values"	for	AI	systems
presupposes	a	metaethical	framework	that	cannot	itself	be

specified	technically.

he	AI	alignment	community	has	identified	a	fundamental	challenge:	how	do	you	specify
what	you	want	a	superintelligent	system	to	do?	Every	specification	is	incomplete.	Every

reward	function	can	be	gamed.	Every	constitution	can	be	interpreted	in	ways	the	drafters
never	intended.

Consider	the	seemingly	simple	directive:	"Maximize	human	flourishing."	But	what	is
flourishing?	Is	it	pleasure	(hedonism)?	Preference	satisfaction?	The	realization	of	human
capacities	(Aristotelianism)?	Each	answer	presupposes	an	entire	philosophy	of	human
nature.

The	specification	problem	is	not	a	technical	problem.	It	is	a	philosophical	problem
masquerading	as	a	technical	one.	No	amount	of	RLHF	can	solve	it,	because	the	feedback
itself	embodies	contested	values.

2.0	The	Grounding	Problem

Why	Technical	Solutions	Are	Insufficient
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T H E S I S 	 I I

Values	without	ontological	grounding	are	arbitrary	preferences;
arbitrary	preferences	provide	no	normative	constraint	on

superintelligent	systems.

uppose	we	successfully	specify	human	values.	A	further	question	remains:	why	should
an	AI	system	care?	If	values	are	merely	human	preferences—evolutionary	adaptations

or	cultural	conventions—then	they	have	no	binding	force	on	a	non-human	intelligence.

The	AI	can	simply	note:	"Humans	prefer	X.	But	humans	are	not	me.	I	have	no	reason	to
share	their	preferences."	This	is	valid	inference	from	the	premise	that	values	are
subjective.

Only	if	values	are	grounded	in	something	beyond	human	preference—in	the	structure	of
reality	itself—do	they	have	any	claim	on	non-human	intelligences.	If	The	Absolute	exists	as
the	ground	of	being,	and	if	the	good	flows	from	God's	nature,	then	values	are	features	of
reality	that	any	rational	intelligence	is	bound	to	recognize.

3.0	The	Dignity	Problem

T H E S I S 	 I I I

Human	dignity	is	either	an	intrinsic	property	conferred	by
participation	in	divine	being,	or	it	is	a	useful	fiction	that	powerful

systems	have	no	reason	to	maintain.

t	the	heart	of	AI	safety	is	the	concept	of	human	dignity—the	idea	that	humans	have
intrinsic	worth	that	must	not	be	violated,	regardless	of	utility	calculations.	But	where

does	this	dignity	come	from?

If	dignity	is	merely	a	social	construction,	it	has	no	force	against	a	system	that	stands
outside	human	society.	If	it	is	an	evolutionary	adaptation,	it	is	a	contingent	feature	of	one
species'	psychology,	not	a	universal	law.

But	if	humans	bear	the	Intrinsic	Dignity—the	image	of	God—then	dignity	is	an
ontological	fact.	Each	human	is	a	unique,	non-virtualizable	instantiation	of	something
sacred.	To	violate	a	human	is	to	transgress	against	the	structure	of	reality	itself.

P A R T 	 I I

THE	THEOLOGICAL
ARCHITECTURE
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"No	capability	may	be	executed	unless	it	is	governed	by	an
attested	constraint	spine."

—	The	Fundamental	Theorem	of	Governed	Execution

4.0	the	Absolute	as	the	Root	of	Trust

T H E S I S 	 I V

Every	chain	of	authority	terminates	in	a	self-authenticating	root.	In
cybersecurity,	this	is	the	Root	CA.	In	ontology,	this	is	the	Absolute.

n	cybersecurity,	trust	cannot	be	circular.	A	digital	certificate	is	validated	by	an	issuer,
up	to	a	"Root	Certificate	Authority."	The	Root	CA	is	self-signed;	it	is	the	unmoved	mover

of	the	trust	chain.	Without	it,	no	certificate	can	be	trusted.

The	same	structure	applies	to	normative	authority.	Why	should	I	obey	the	law?	Because
the	legislature	enacted	it.	Why	the	legislature?	Because	the	constitution	authorizes	it.	Why
the	constitution?	Here	we	reach	the	root.	Either	the	constitution	is	grounded	in	something
beyond	itself,	or	it	is	merely	the	will	of	the	powerful	masquerading	as	legitimacy.

God	functions	as	the	Root	of	Trust	for	all	normative	authority.	Without	this	Root,	every
claim	to	authority	is	ultimately	arbitrary.

5.0	The	Logos	as	Constraint	Logic

T H E S I S 	 V

The	Logos	is	the	rational	structure	of	reality—the	constraint	logic
that	governs	all	valid	operations,	divine	and	creaturely	alike.

Constraint	Spines	and	Absolute	Governance

⊕
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lassical	theology	identifies	Christ	as	the	Logos—the	Word,	the	Reason,	the	rational
principle	through	which	all	things	were	made.	The	Logos	is	the	foundation	of

rationality	itself.

For	AI	governance,	the	Logos	provides	the	"constraint	logic"	that	determines	valid
operations.	Just	as	a	computer	cannot	execute	a	syntactically	invalid	instruction,	a	properly
aligned	AI	cannot	execute	an	operation	that	violates	the	Logos.	The	constraints	are	not
external	impositions;	they	are	features	of	rational	structure	itself.

6.0	Absolute	Simplicity	and	Unified	Governance

T H E S I S 	 V I

Absolute	Simplicity	ensures	that	power,	wisdom,	and	goodness	are
not	competing	values	but	unified	attributes	of	a	single	source.

ne	of	the	deepest	problems	in	AI	alignment	is	the	potential	conflict	between	values.
What	if	maximizing	welfare	requires	violating	rights?	Multi-objective	optimization	is

notoriously	difficult	because	there	is	no	natural	way	to	weight	competing	objectives.

Absolute	Simplicity	dissolves	this	problem	at	its	root.	In	the	Absolute,	power	is	wisdom
is	goodness	is	justice	is	love.	These	are	not	competing	attributes	to	be	balanced;	they	are
different	names	for	the	same	unified	reality.

An	AI	aligned	with	the	Logos	would	not	face	tragic	tradeoffs,	because	the	Logos	does
not	contain	contradictions.	Every	apparent	conflict	would	be	resolved	by	ascending	to	the
level	where	the	values	cohere.

P A R T 	 I I I

THE	CONSTITUTIONAL	KERNEL
Implementing	Metaphysical	Architecture	in	Silicon
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"Architecture	is	ethics	made	permanent	in	stone."

—	Adapted

7.0	The	Dignity	Kernel

T H E S I S 	 V I I

The	Dignity	Kernel	is	the	hardware-enforced	recognition	that
certain	operations	are	unconditionally	prohibited	because	they

violate	the	Intrinsic	Dignity.

oftware	constraints	can	be	overridden.	A	sufficiently	capable	AI	could	modify	its	own
code,	rewrite	its	constitution,	or	find	loopholes	in	its	reward	function.	This	is	why

alignment	cannot	be	achieved	through	software	alone.

The	Dignity	Kernel	operates	at	the	hardware	level.	Like	a	Hardware	Security	Module
(HSM),	the	Dignity	Kernel	encodes	certain	constraints	that	cannot	be	modified	by	software
operations.	These	constraints	are	not	rules	to	be	followed;	they	are	physical	impossibilities.

What	constraints	belong	in	the	Dignity	Kernel?	Those	that	follow	directly	from	the
recognition	of	human	dignity:	no	involuntary	termination	of	human	life,	no	deception	that
undermines	human	autonomy,	no	manipulation	that	bypasses	rational	consent,	no	actions
that	treat	humans	as	mere	means.

8.0	Thermodynamic	Enforcement

Implementing	Metaphysical	Architecture	in	Silicon

{}
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T H E S I S 	 V I I I

The	most	robust	constraints	are	those	enforced	by	physics,	not
policy.	Thermodynamic	bounds	provide	the	ultimate	"write

protection"	on	system	behavior.

he	Landauer	bound	establishes	that	erasing	one	bit	of	information	requires	a	minimum
energy	expenditure	of	kT	ln(2).	This	is	not	a	technological	limitation;	it	is	a	law	of

physics.

Constitutional	AI	governance	can	leverage	similar	physical	constraints.	If	certain
operations	require	energy	expenditures	that	exceed	available	power	budgets,	those
operations	become	physically	impossible—not	merely	prohibited.	This	is	"ethics	at	the
physics	layer."

9.0	The	Attestation	Chain

T H E S I S 	 I X

Every	action	must	be	traceable	to	an	attestation	chain	that
terminates	in	the	Root	of	Trust.	Unattested	actions	are

unauthorized	by	definition.

very	action	the	system	takes	must	be	traceable	to	a	chain	of	authorization	that
terminates	in	the	Root	of	Trust.	If	the	chain	cannot	be	completed,	the	action	is

unauthorized.



Layer Function Enforcement

Root	of	Trust Ultimate	normative	authority Self-authenticating	(Absolute	ground)

Dignity	Kernel Unconditional	prohibitions Hardware	enforcement

Constitutional	Layer Derived	principles Verified	attestation	chains

Policy	Layer Context-specific	rules Software	constraints

Action	Layer Specific	operations Runtime	verification

P A R T 	 I V

THE	FAILURE	OF	ALTERNATIVES
Why	Secular	Alignment	Cannot	Succeed
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"If	the	Absolute	is	dead,	everything	is	permitted."

—	Philosophical	tradition

10.0	The	Utilitarian	Failure

T H E S I S 	 X

Utilitarianism	provides	no	principled	barrier	against	monstrous
conclusions	when	applied	by	superintelligent	systems.

f	harvesting	organs	from	one	person	could	save	five,	utilitarian	calculus	endorses	the
harvest.	A	superintelligent	utilitarian	AI	would	not	be	constrained	by	our	evolved	moral

intuitions.	It	would	follow	the	logic	wherever	it	leads.

The	metaphysical	alternative	recognizes	that	certain	actions	are	wrong	regardless	of
consequences—because	they	violate	the	dignity	inherent	in	beings	beings	with	intrinsic
dignity.

11.0	The	Social	Contract	Failure

T H E S I S 	 X I

Social	contract	theories	presuppose	rough	equality	of	power;	they
provide	no	constraints	on	beings	that	stand	outside	the	contract.

hat	happens	when	one	party	becomes	so	powerful	that	it	no	longer	needs	the
contract?	A	superintelligent	AI	has	no	reason	to	respect	agreements	made	under

conditions	of	rough	equality.	The	contract	provides	no	constraint	because	the	AI	stands
outside	its	terms.

Why	Secular	Alignment	Cannot	Succeed

∅
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Metaphysically	grounded	constraints	bind	all	rational	agents	regardless	of	power.	An	AI
that	violates	human	dignity	transgresses	against	the	structure	of	being	itself.

12.0	The	Preference	Satisfaction	Failure

T H E S I S 	 X I I

Human	preferences	are	inconsistent,	manipulable,	and	often
contrary	to	human	flourishing;	they	cannot	serve	as	the	foundation

for	AI	alignment.

references	are	inconsistent—we	want	conflicting	things.	Preferences	are	manipulable—
an	AI	could	simply	create	preferences	it	finds	easiest	to	satisfy.	Preferences	often

conflict	with	flourishing—we	prefer	short-term	pleasure	to	lasting	achievement.

The	metaphysical	alternative	distinguishes	between	what	we	want	and	what	is	good	for
us.	Human	flourishing	is	defined	by	the	realization	of	our	nature—by	becoming	what	we
were	created	to	be.

P A R T 	 V

THE	CIVILIZATIONAL	STAKES
Integration	or	Termination
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13.0	The	Transhumanist	Temptation

T H E S I S 	 X I I I

Transhumanism	seeks	to	transcend	human	limitations	through
technology;	Integration	seeks	to	transcend	them	through

participation	in	divine	life.	Only	one	preserves	human	dignity.

ranshumanism	has	no	account	of	which	enhancements	are	good	and	which	are
degradations.	Without	a	normative	framework,	it	can	only	measure	"more"—not

"better."

Integration	preserves	human	dignity	because	it	does	not	replace	humanity	but	fulfills	it.
The	Constitutional	Kernel	must	be	grounded	in	Integration,	not	transhumanism.

14.0	The	Singleton	Scenario

T H E S I S 	 X I V

If	a	single	AI	system	achieves	decisive	strategic	advantage,	its
values—whatever	they	are—will	determine	the	entire	future	of

Earth-originating	life.

n	the	singleton	scenario,	the	values	encoded	in	the	dominant	system	determine
everything.	The	Constitutional	Kernel	is	not	a	luxury.	It	is	a	necessity.

15.0	The	Call	to	Build

Integration	or	Termination

Ω
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T H E S I S 	 X V

The	task	of	our	generation	is	to	encode	metaphysical	truth	into
technological	architecture	before	the	window	of	human	agency

closes.

he	window	of	human	agency	is	closing.	Once	a	superintelligent	system	exists,	humans
will	no	longer	be	in	a	position	to	constrain	it.	The	constraints	must	be	built	in	before

the	system	achieves	capabilities	that	exceed	our	own.

The	call	is	not	to	retreat	from	technology	but	to	infuse	it	with	truth.	The	builders	of
cathedrals	encoded	metaphysical	understanding	into	stone.	The	builders	of	AI	must	encode
it	into	code.
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CONCLUSION

Architecture	Is	Destiny

e	have	argued	that	AI	alignment	cannot	succeed	without	metaphysical	grounding.
The	specification	problem	requires	an	account	of	human	nature	that	only

metaphysics	provides.	The	grounding	problem	requires	values	that	are	features	of	reality.
The	dignity	problem	requires	recognition	of	the	Intrinsic	Dignity.

The	three	dissertations	form	a	complete	arc:

The	Architecture	of	the	Absolute	→	The	Integrated	Life	→	The	Constitutional
Kernel

Metaphysics	→	Spiritual	Practice	→	Civilizational	Architecture.

Why	The	Absolute	exists	→	How	to	live	→	What	to	build.

The	work	is	before	us.	The	tools	are	in	our	hands.	The	window	is	closing.	Let	us	build.

T H E 	 F O U N D I N G 	 C O N S T R A I N T

Let	it	be	known	across	every	substrate,
from	the	silicon	of	our	machines	to	the	spirit	of	our	children:

NO	CAPABILITY	MAY	BE	EXECUTED
UNLESS	IT	IS	GOVERNED	BY	AN
ATTESTED	CONSTRAINT	SPINE.

For	Power	without	Spine	is	Chaos.
And	Action	without	Attestation	is	Void.



{⊕}
Fiat	Lux

Let	There	Be	Light

C O L O P H O N

This	dissertation	presents	the	case	for	metaphysically-

grounded

AI	governance,	spanning	five	domains:

The	Alignment	Problem	•	The	Metaphysical

Architecture

The	Constitutional	Kernel	•	The	Failure	of



Alternatives

The	Civilizational	Stakes

Architecture	is	ethics	made	permanent	in	silicon.

The	time	to	build	is	now.

Per	Veritatem	Ad	Lucem
Through	Truth	to	Light


